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Outline

• Machine Translation
– Phrase Based MT
– Neural MT
– MT metrics
– Domain Adaptation 

• Neural Lattice Search for Domain 
Adaptation in Machine Translation

Khayrallah, Kumar, Duh, Post, Koehn



Machine Translation

Huda Khayrallah
17 November 2017

(in ~20 min)



5

Machine Translation

Khayrallah

le chat est doux the cat is softMT

Source Target
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Goals:
Adequacy & Fluency

Khayrallah
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What kind of data do we have?

Khayrallah

Source Target

Target

Parallel Text Monolingual Text

le chat est noir the cat is black 
le chien est doux the dog is soft
le chat et le chien courent the cat and dog run 
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What kind of systems do we build?

• Phrase-based MT
• Neural MT

Khayrallah
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Phrase-Based MT

• Source is segmented in to ‘phrases’
• Phrases translated into target language
• Phrases are reordered 

Khayrallah
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𝑃 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
~		𝑃 𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 	𝑃(𝑡𝑎𝑟𝑔𝑒𝑡)

Phrase-Based MT

Khayrallah

Translation 
model	

Language
model	

Source Target Target
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Translation Model

Khayrallah
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Word Alignment 

Khayrallah

the   black  cat

le chat noir

the dog   is    soft 

le  chien est doux
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Word Alignment 

Khayrallah

the   black cat

le chat noir

the dog   is    soft 

le  chien est doux
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Phrase Extraction

Khayrallah

the   black cat

le chat noir

the dog   is    soft 

le  chien est doux
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Language Model

𝑃 𝑡ℎ𝑒	𝑐𝑎𝑡	𝑖𝑠	𝑠𝑜𝑓𝑡 > 𝑃(𝑡ℎ𝑒	𝑐𝑎𝑡	𝑎𝑟𝑒	𝑠𝑜𝑓𝑡)
𝑃 𝑡ℎ𝑒	𝑐𝑎𝑡	𝑖𝑠	𝑠𝑜𝑓𝑡 > 𝑃(𝑡ℎ𝑒	𝑐𝑎𝑡	𝑠𝑜𝑓𝑡	𝑖𝑠)

• n-gram (n = 5)

Khayrallah
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Decoding

Khayrallah

le chat est doux
the cat is soft
a cat is sweet

cats are
cats are
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Decoding

Khayrallah

le chat est doux
the cat is soft
a cat is sweet

cats are
cats are

soft

the cat is

cat is

soft

soft

cat is
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the 

cat is

cats are soft

soft

the cat is

cat is

soft

soft

cat is
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Neural MT

• Each word is represented as a vector
• Recurrent neural net encoder and decoder

Khayrallah
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Neural MT

Khayrallah
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Neural MT

Khayrallah

le chat est doux
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Neural MT

Khayrallah

le chat est doux

(bidirectional)
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Neural MT

Khayrallah

the cat is soft

le chat est doux

(with attention)
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Differences

Khayrallah

– Soft ‘alignment’

Fluency?

Adequacy?

– Explicit translation 
for each phrase

PBMT NMT
– 5-gram history – Full sentence history
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n-best rescoring

Khayrallah, Kumar, Duh, Post, Koehn

PBMT TranslationsSource
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n-best rescoring

Khayrallah, Kumar, Duh, Post, Koehn

NMT ScoresSource Translations
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MT Metrics

• Metric should be:
– Meaningful 
– Correct
– Consistent 
– Low Cost
– Useable for tuning

Khayrallah
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Why not WER?

• WER ≈ Edit Distance
• Does not account for reordering
• Exact match is not a great goal

– Should the Ice Bucket Challenge be forbidden?
– This "ice bucket" could be banned then?
– Now are they going to ban the ice bucket?

Khayrallah
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BLEU

• Weighted n-grams precision 

• Between 0 and 1
– (often scaled to be  0-100)

• Higher is better
• Imperfect…
• But… not bad

Khayrallah

𝑚𝑖𝑛 1,
𝑜𝑢𝑡𝑝𝑢𝑡	𝑙𝑒𝑛𝑔𝑡ℎ

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	𝑙𝑒𝑛𝑔𝑡ℎ <𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=
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How much text do we need? 
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Figure 3: BLEU scores for English-Spanish sys-

tems trained on 0.4 million to 385.7 million

words of parallel data. Quality for NMT starts

much lower, outperforms SMT at about 15 mil-

lion words, and even beats a SMT system with a

big 2 billion word in-domain language model un-

der high-resource conditions.

How do the data needs of SMT and NMT com-

pare? NMT promises both to generalize better (ex-

ploiting word similary in embeddings) and condi-

tion on larger context (entire input and all prior

output words).

We built English-Spanish systems on WMT

data,7 about 385.7 million English words paired

with Spanish. To obtain a learning curve, we used
1

1024
, 1

512
, ..., 1

2
, and all of the data. For SMT, the

language model was trained on the Spanish part of

each subset, respectively. In addition to a NMT

and SMT system trained on each subset, we also

used all additionally provided monolingual data

for a big language model in contrastive SMT sys-

tems.

Results are shown in Figure 3. NMT ex-

hibits a much steeper learning curve, starting with

abysmal results (BLEU score of 1.6 vs. 16.4 for
1

1024
of the data), outperforming SMT 25.7 vs.

24.7 with 1

16
of the data (24.1 million words), and

even beating the SMT system with a big language

model with the full data set (31.1 for NMT, 28.4

for SMT, 30.4 for SMT+BigLM).

7Spanish was last represented in 2013, we used data from
http://statmt.org/wmt13/translation-task.html

Src: A Republican strategy to counter the re-election
of Obama

1

1024
Un órgano de coordinación para el anuncio de
libre determinación

1

512
Lista de una estrategia para luchar contra la
elección de hojas de Ohio

1

256
Explosión realiza una estrategia divisiva de
luchar contra las elecciones de autor

1

128
Una estrategia republicana para la eliminación
de la reelección de Obama

1

64
Estrategia siria para contrarrestar la reelección
del Obama .

1

32
+ Una estrategia republicana para contrarrestar la

reelección de Obama

Figure 4: Translations of the first sentence of

the test set using NMT system trained on varying

amounts of training data. Under low resource con-

ditions, NMT produces fluent output unrelated to

the input.

The contrast between the NMT and SMT learn-

ing curves is quite striking. While NMT is able to

exploit increasing amounts of training data more

effectively, it is unable to get off the ground with

training corpus sizes of a few million words or

less.

To illustrate this, see Figure 4. With 1

1024
of the

training data, the output is completely unrelated to

the input, some key words are properly translated

with 1

512
and 1

256
of the data (estrategia for strat-

egy, elección or elecciones for election), and start-

ing with 1

64
the translations become respectable.

3.3 Rare Words

Conventional wisdom states that neural machine

translation models perform particularly poorly on

rare words, (Luong et al., 2015; Sennrich et al.,

2016b; Arthur et al., 2016) due in part to the

smaller vocabularies used by NMT systems. We

examine this claim by comparing performance on

rare word translation between NMT and SMT

systems of similar quality for German–English

and find that NMT systems actually outperform

SMT systems on translation of very infrequent

words. However, both NMT and SMT systems

do continue to have difficulty translating some

infrequent words, particularly those belonging to

highly-inflected categories.

For the neural machine translation model, we

use a publicly available model8 with the train-

ing settings of Edinburgh’s WMT submission

(Sennrich et al., 2016a). This was trained using

8https://github.com/rsennrich/wmt16-scripts/

Khayrallah

BL
EU

Corpus size (English words)

[K
oe

hn
 &

 K
no

w
le

s 
20

17
]



35

Where does parallel text come 
from?

Khayrallah
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Would it not be beneficial, in 
the short term, following the 
Rotterdam model, to inspect 
according to a points system 
in which, for example, 
account is taken of the ship's 
age, whether it is single or 
double-hulled or whether it 
sails under a flag of 
convenience.
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What do we want to translate?

Khayrallah
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Developmental toxicity, including 
dose-dependent delayed foetal
ossification and possible 
teratogenic effects, were observed 
in rats at doses resulting in 
subtherapeutic exposures (based 
on AUC) and in rabbits at doses 
resulting in exposures 3 and 11 
times the mean steady-state AUC 
at the maximum recommended 
clinical dose.
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Annual growth in prices came in 
at 10.9 per cent, more than 
double the gain of the 12 months 
to August 2013, but the gains 
were not evenly spread across
the country
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Domain adaptation:
– When train and test differ

Khayrallah
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Domain adaptation (in practice):
– Large amount of out-of-domain data
– Small amount of in-domain data

Khayrallah



Neural Lattice Search for
Domain Adaptation

in Machine Translation

Huda Khayrallah, Gaurav Kumar
Kevin Duh, Matt Post, Philipp Koehn



44

combine 
adequacy of  PBMT

with
fluency of NMT

Khayrallah, Kumar, Duh, Post, Koehn
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use PBMT
to constrain the search space

of NMT

Khayrallah, Kumar, Duh, Post, Koehn
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die 
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Source
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buns are warm



47Khayrallah, Kumar, Duh, Post, Koehn

die brötchen
sind warm

Source

the 

bread is

buns are warm

Neural
Lattice 
Search
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Target
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die brötchen sind warm 

Khayrallah, Kumar, Duh, Post, Koehn
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buns are warm
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die brötchen sind warm 
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die brötchen sind warm 

Khayrallah, Kumar, Duh, Post, Koehn
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buns are warm

warm

buns

0 1 2 3 end
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Experiments

Khayrallah, Kumar, Duh, Post, Koehn
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Setting: Domain adaptation

Small in-domain 

Large out-of-domain

Khayrallah, Kumar, Duh, Post, Koehn

IT, Medical, Koran, Subtitles
PBMT outperforms NMT

parliamentary proceedings (WMT)
NMT outperforms PBMT



59

How much text do we have? 
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Figure 3: BLEU scores for English-Spanish sys-

tems trained on 0.4 million to 385.7 million

words of parallel data. Quality for NMT starts

much lower, outperforms SMT at about 15 mil-

lion words, and even beats a SMT system with a

big 2 billion word in-domain language model un-

der high-resource conditions.

How do the data needs of SMT and NMT com-

pare? NMT promises both to generalize better (ex-

ploiting word similary in embeddings) and condi-

tion on larger context (entire input and all prior

output words).

We built English-Spanish systems on WMT

data,7 about 385.7 million English words paired

with Spanish. To obtain a learning curve, we used
1

1024
, 1

512
, ..., 1

2
, and all of the data. For SMT, the

language model was trained on the Spanish part of

each subset, respectively. In addition to a NMT

and SMT system trained on each subset, we also

used all additionally provided monolingual data

for a big language model in contrastive SMT sys-

tems.

Results are shown in Figure 3. NMT ex-

hibits a much steeper learning curve, starting with

abysmal results (BLEU score of 1.6 vs. 16.4 for
1

1024
of the data), outperforming SMT 25.7 vs.

24.7 with 1

16
of the data (24.1 million words), and

even beating the SMT system with a big language

model with the full data set (31.1 for NMT, 28.4

for SMT, 30.4 for SMT+BigLM).

7Spanish was last represented in 2013, we used data from
http://statmt.org/wmt13/translation-task.html
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1

64
Estrategia siria para contrarrestar la reelección
del Obama .

1

32
+ Una estrategia republicana para contrarrestar la

reelección de Obama

Figure 4: Translations of the first sentence of

the test set using NMT system trained on varying

amounts of training data. Under low resource con-

ditions, NMT produces fluent output unrelated to

the input.

The contrast between the NMT and SMT learn-

ing curves is quite striking. While NMT is able to

exploit increasing amounts of training data more

effectively, it is unable to get off the ground with

training corpus sizes of a few million words or

less.

To illustrate this, see Figure 4. With 1

1024
of the

training data, the output is completely unrelated to

the input, some key words are properly translated

with 1

512
and 1

256
of the data (estrategia for strat-

egy, elección or elecciones for election), and start-

ing with 1

64
the translations become respectable.

3.3 Rare Words

Conventional wisdom states that neural machine

translation models perform particularly poorly on

rare words, (Luong et al., 2015; Sennrich et al.,

2016b; Arthur et al., 2016) due in part to the

smaller vocabularies used by NMT systems. We

examine this claim by comparing performance on

rare word translation between NMT and SMT

systems of similar quality for German–English

and find that NMT systems actually outperform

SMT systems on translation of very infrequent

words. However, both NMT and SMT systems

do continue to have difficulty translating some

infrequent words, particularly those belonging to

highly-inflected categories.

For the neural machine translation model, we

use a publicly available model8 with the train-

ing settings of Edinburgh’s WMT submission

(Sennrich et al., 2016a). This was trained using

8https://github.com/rsennrich/wmt16-scripts/

Khayrallah, Kumar, Duh, Post, Koehn
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Setting: Domain adaptation

in-domain out-of-domain

in-domain

out-of-domain

Khayrallah, Kumar, Duh, Post, Koehn

PB
M

T

NMT
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IT Results
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Khayrallah, Kumar, Duh, Post, Koehn
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Results
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Khayrallah, Kumar, Duh, Post, Koehn
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Conclusion

• Lattice search > n-best rescoring
• Use in-domain PBMT to constrain search 

space
• NMT can be in- or out-of-domain 

Code:
github.com/khayrallah/nematus-lattice-search

Khayrallah, Kumar, Duh, Post, Koehn
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Thanks!
This material is based upon work supported in part by the 

Defense Advanced Research Projects Agency (DARPA) under 
Contract No. HR0011-15-C-0113. 

Any opinions, findings and conclusions or recommendations 
expressed in this material are those of the authors and do not 

necessarily reflect the views of the Defense Advanced Research 
Projects Agency (DARPA).

Khayrallah, Kumar, Duh, Post, Koehn
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BLEU

𝑚𝑖𝑛 1,
𝑜𝑢𝑡𝑝𝑢𝑡	𝑙𝑒𝑛𝑔𝑡ℎ
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Corpus Sizes

Corpus Words Sentences W/S
Medical 14,301,472 1,104,752 13
IT 3,041,677 337,817 9
Koran 9,848,539 480,421 21
Subtitles 114,371,754 13,873,398 8
EuroParl 113,165,079 4,562,102 25

Khayrallah, Kumar, Duh, Post, Koehn
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Source Versionsinformationen ausgeben und beenden
Reference output version information and exit

PBMT Spend version information and end
NMT Spend and end versionary information
lattice Print version information and exit

Khayrallah, Kumar, Duh, Post, Koehn
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IT Baselines

Khayrallah, Kumar, Duh, Post, Koehn
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Results
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Stack Based Decoding

• Stacks based on number of target words 
translated

• Keep track of:
– Score
– Current lattice node
– Current neural state
– incoming arc
– length

Khayrallah, Kumar, Duh, Post, Koehn
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die brötchen sind warm the buns are warm

Khayrallah, Kumar, Duh, Post, Koehn

the 

bread is

buns are warm
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Phrase-Based MT

𝑃 𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
= 𝑃 𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 	𝑃(𝑡𝑎𝑟𝑔𝑒𝑡)

Khayrallah


